M odel Assessment Measures I

| Exercises

1. If 'm most interested in ranking observations from m
ost likel
fit statistics might I find most useful in picking a model? (se,ez,t;:f:j: :::Ilyy)“’ respond, which model

(@)ROC index (AUC or c-statistic)
b. Misclassification rate
c. Average Squared E

@mw&/ Potentially alse +hese

2. Answer the q tiom using the following plot of Cumulative % Responders vs. Model Depth:
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MEM candies from four colors: red, blue, yellow, brown. We

-nildren pick ME2” ' > : A i
: I(;:/h Itlmt child 1 will pick color j based on the following variables: EYREediy the probability
- gender

L ﬂgl'
- color picked by their friend

- claimed favorite color on the first day of school
- level of (hyper)activity on 1-10 scale
- color the teacher chooses
- shirt color that day
For ten children, our model gives the estimated probabilities for choosing e

For example, John has probability 0.6 of choosing red and his chosen col
information, compute the quantities below. ' S

ach color in the table below
was actually red. Using this

Child P_red ]’_gf‘cg'_l]i_ Al,),fy,e“(’w [P _brown | Actual T 555

John v 0.60 0.05 015 | 020 wd*(ig;;go‘
« e

Susie 0.10 0.30 0.20
: : 040V 7 5
lC:,‘lameron 0.10 0.30 0.20 040 | Sﬁ)]::: 0-—)200 |
sa 005 | 005 0.80v | 010 | yellow | 0.0550 |
Jerry 0.40v| 020 0.20 020 | &1 ;j
. reda | |
ﬁnna 010 | 050+| 030 015 | green | 03725
aura 030 | 0.0 0.50 0.10 red | 0.7600 |
Michael | 050% 030 | 010 | 010 red | 03600 |
David 040 | 0.20 0.10 030 | brown | 0.7000 |
Jesse 040 | 030 0.10 0.20 green | 0.7000 |

a. The formula for Average Squared Error is
1N L
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Where N is the number of observations, L is the number of levels of target variable (C;,j =1,...,L)
and I is the indicator function. The inside sum of this formula (Z]lf:l(l O =t ;‘9,-]-)2) is given in
the column SSQ. Fill in the missing values in this column: |
1 9 0y 2 '
as (C"a.l)z* (e-0.3) 2=0: = ot b= (-o) & (:-02-) Byt
t 3 : +(0-0.% +(8-01
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b. What is the Average Squared Error for this model? 5 53 35.4 12

0.1263 - .48

c. What is the misclassification rate for this model?
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ph comes from the journal Nature and aims to compare 4 different models using a

ude is performing

4 The followintg g;; d on this graph, which of the 4 models should the researchers concl

validation test-
best?
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a.) Rand
b.) SCr

e.) The ROC curve doesn’t help answer this question,

5. The following are model-based predictions for which style of blouse (Style

A, B, or C) a customer will
choose, along with the style they actually chose:

Customer | A | B [ C [ Actual Choice | 8SQ
John 23 380 & 0.%

i 0.0
Lily RO R @ o2\
Adam N6, 2 B >
Alex <o I A 09 6

Tdel: ©-365
Determine the Average Squared Error for these 4 observations.
ASE =55 T 0.2

6. Why is it necessary to correct the modeled probabilities output from a model trained on over/ undersamplec

dat? becquge +heir aceuracy relief On a Cepresentave
Sample , which we in+enh’omlw did Mot create.

7. Suppose you had a binary classification problem and you build two models. Think ab.o'ut vtvhat it would
mean if you had two models with very similar ROC statistics, very similar misclassification rates, but

one model had a substantially higher average squared error than the other. Can you imagine what the
practic.ill difference between these model outputs would be?
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